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New Paradigm of NLP
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• Pre-training  and then fine-tuning paradigm

• Significant benefit for tasks with limited training data

Task 
datasets

Models for 
downstream 

tasks

Machine Translation

Question Answering

Semantic Parsing

Sentiment Analysis

Paraphrasing

Textual Entailment

Dialogue & Chatbot

NLP Tasks

…

BERT, GPT, 
XLNet, T5…



BERT for IR
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• Explore BERT in the context of ad-hoc document ranking (reranking)

Deeper text understanding for IR with contextual neural language modeling, SIGIR 2019

Modeling diverse relevance patterns in ad-hoc retrieval, SIGIR 2018
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Pre-trained models do benefit the search tasks, but sometimes the improvement is limited



Pretraining Method tailored for IR
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Pre-training Tasks for Embedding-based Large-scale Retrieval, ICLR 2019

PROP: Pre-training with Representative Words Prediction for Ad-hoc Retrieval, WSDM’2021

• Pre-training for Passage Retrieval in QA:  ICT, BFS, WLP (Chang et.al, 2019)

• The underlying belief : using a pre-training objective that more closely resembles 
the downstream task could lead to better fine-tuning performance

• SOTA in ad-hoc retrieval: Pre-training with Representative wOrds Prediction (PROP)
• Key idea: construct the representative words prediction (ROP) task for pre-training 

inspired by the query likelihood (QL) model



PROP

• Inspired by the “Old” Hypothesis in IR
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• A hypothesis underlying the Query Likelihood model

• The user has a reasonable idea of the terms that are likely to appear in the “ideal” document that can 
satisfy his/her information need

• The query is generated as the piece of text representative of the “ideal” document

A language modeling approach to information retrieval, SIGIR 1998

• Rank documents based on the probability that they “generate” the query

ideal 

document

𝑠𝑐𝑜re (Q, 𝐷)= P(Q |𝜃𝐷)

= ς𝑤∈𝑉 𝑃(𝑤|𝜃𝐷)
𝑐(𝑤,𝑄)

Multinomial unigram language model

Document language model 



The ROP Pre-training Task for Ad-hoc Retrieval

• Representative words prediction (ROP) task:  Pre-train the Transformer model to predict the 
pairwise preference between word sets with respect to their representativeness to the document

① Paired Sampling: Sample pairs of word sets according to document language model

• Sample words: 𝑆1 = 𝑤1, 𝑤2, … , 𝑤𝑥 , 𝑤𝑖~ 𝑃(𝑤𝑖|𝜃𝐷)

② Preference Learning: The word set with higher likelihood is deemed as more 
“representative” of the document

• Compute likelihood: P(𝑆1|𝜃𝐷) = ς𝒘∈𝑽𝑃(𝑤|𝜃𝐷)
𝑐(𝑤,𝑄)
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Information retrieval (IR) is the 

process of obtaining information 

system resources that are relevant to 

an information need from a collection 

of those resources. Searches can be 

based on full-text or other content-

based indexing. Information retrieval 

is the science of searching for 

information in a document, searching 

for documents themselves, and also 

searching for the metadata that 

describes data, and for databases of 

texts, images or sounds. Automated 

information retrieval systems are used 

to reduce what has been called 

information ……

Document

IR searchers

Web systems

used to reduce

a collection

Representativeness Preference
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PROP: Pre-training with Representative wOrds Prediction

• Pre-train the Transformer towards the following two objectives 

• The ROP objective

• Sample a pair of word sets, suppose set 𝑆1 has a higher likelihood score than 𝑆2

• Pairwise Loss: ℒ𝑅𝑂𝑃 = max(0, 1 − 𝑃 𝑆1 𝐷 + 𝑃(𝑆2|𝐷))

• The MLM objective

• Masks out some tokens from the input

• Cross-entropy Loss: ℒ𝑀𝐿𝑀 = −σ ො𝑥∈𝑋 log 𝑝(ො𝑥|𝑋\ ො𝑥)
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• The success of PROP heavily relies on the quality of the sampled “representative” words

• But the sampling process of PROP is according to a unigram language model 𝜽𝑫
• Term independent assumption: 𝜃𝐷 = ς𝑖=1

|𝐷|
𝑃 𝑤𝑖 = 𝑃 𝑤1 𝑃 𝑤2 𝑃 𝑤3 …

• Difficult to fully capture the document semantic by ignoring the correlation between words

• Tend to favor rare words in a document which may not be representative to the document semantic

Back to Sampling Process

pulmonary fibrosis synonyms interstitial pulmonary fibrosis a chest x-ray demonstrating pulmonary fibrosis believed to be due to amiodarone. specialty 

pulmonology pulmonary fibrosis (literally ""scarring of the lungs "") is a respiratory disease in which scars are formed in the lung tissues, leading to serious 

breathing problems. scar formation, the accumulation of excess fibrous connective tissue (the process called fibrosis ), leads to thickening of the walls, and 

causes reduced oxygen supply in the blood. as a consequence patients suffer from perpetual shortness of breath. [1]in some patients the…

Unigram Language Model:

Can we leverage a better document language model for 

higher quality of representative words sampling?



Contextual Language Model: BERT

• Contextual language encoding

• Each token in BERT accumulates the information from 
both left and right context to enrich its representation

• Success in language semantic tasks (sentence, 
sentence pair, document) 

• Semantic textual similarity: STS, MRPC

• Text classification: AGNews, DBpedia

• Document sentiment: IMDB, Yelp

[CLS] T1 TN T[SEP] TN+1] TN+M

BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding, NAACL’2019 10
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B-PROP: Bootstrapped Pre-training with Representative wOrds Prediction
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• Key idea: Leverage BERT to replace the classical unigram language model for the 

ROP task construction, and re-train BERT itself towards the tailored objective for IR

• An intuitive solution

• The special classification token [CLS] is an aggregate of 

the entire sequence representation

• [CLS]-Token attention indicates how much meaningful 

information a particular token contributes to the entire 

sequence

• Directly sample representative words according to 

BERT’s [CLS]-Token attention

• Summing up and re-normalizing the vanilla attention 

weights over distinct terms

[CLS] T1 TN T[SEP] TN+1] TN+M



ROP construction with BERT

• We found that the Vanilla [CLS]-Token attention-based term distribution can generate representative 

words, but also favor common words

Vanilla Attention-based Term Distribution:

• The underlying reason

• BERT focuses on encoding as much semantic information in a document as possible

• The term distribution obtained from its vanilla attention is a semantic distribution, but not 

necessarily a representative/informative distribution

pulmonary fibrosis synonyms interstitial pulmonary fibrosis a chest x-ray demonstrating pulmonary fibrosis believed to be due to amiodarone. specialty 

pulmonology pulmonary fibrosis (literally ""scarring of the lungs "") is a respiratory disease in which scars are formed in the lung tissues, leading to 

serious breathing problems. scar formation, the accumulation of excess fibrous connective tissue (the process called fibrosis ), leads to thickening of the 

walls, and causes reduced oxygen supply in the blood. as a consequence patients suffer from perpetual shortness of breath. [1]in some patients the specific 

cause of the disease can be diagnosed, but in others the probable cause cannot be determined, a condition called idiopathic pulmonary fibrosis. there is …
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Divergence from Randomness

• The informativeness/representativeness of a term could be computed by measuring the 

divergence between a term distribution produced by a random process and the actual 

term distribution in a document (Amati and Rijsbergen, 2002)

Divergence

Random Term Distribution 𝑷(𝒘|𝜽𝒓𝒂𝒏𝒅𝒐𝒎)

Actual Term Distribution 𝑷(𝒘|𝜽𝒅)
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The Target Document LM 

A Random Document LM 



Contrastive Sampling for ROP with BERT

• We introduce a novel contrastive method to leverage BERT’s attention mechanism to 

sample representative words from a document

• Contrastive Term Distribution:

• Compute the cross-entropy (i.e., the divergence) between the document term distribution 

𝑃 𝑤𝑘 𝜃𝑑 and the random term distribution 𝑃 𝑤𝑘 𝜃𝑟𝑎𝑛𝑑𝑜𝑚

𝛾𝑤𝑘
= 𝐶𝐸 𝜃𝑑|𝜃𝑟𝑎𝑛𝑑𝑜𝑚 = −𝑃 𝑤𝑘 𝜃𝑑 𝑙𝑜𝑔2𝑃 𝑤𝑘 𝜃𝑟𝑎𝑛𝑑𝑜𝑚 )

𝑃 𝑤𝑘 𝜃𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡𝑖𝑣𝑒 =
exp(𝛾𝑤𝑘

)

σ𝑤𝑘∈𝑉
exp(𝛾𝑤𝑘

)

𝑷(𝒘|𝜽𝒓𝒂𝒏𝒅𝒐𝒎)

𝑷(𝒘|𝜽𝒄𝒐𝒏𝒕𝒓𝒂𝒔𝒕𝒊𝒗𝒆)
Divergence

14



Contrastive Sampling for ROP with BERT

• Document Term Distribution

• Average multi-head attention weight, and sum up the weight of the same term over different positions

𝑎𝑡 =
1

ℎ


𝑖=1

ℎ

𝑎𝑖
𝑡 , 𝑤ℎ𝑒𝑟𝑒 𝑎𝑖

𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(
𝑄𝑖
[𝐶𝐿𝑆]

∗ 𝐾𝑖
𝑥𝑡

𝑑/ℎ
)

𝛽𝑤𝑘
= 

𝑥𝑡=𝑤𝑘

𝑎𝑡 , 𝑥𝑡 ∈ 𝑑, i. e. , word 𝑥 in postion 𝑡

• Saturate and re-normalize the vanilla [CLS]-Token attention weights over distinct terms

𝑃 𝑤𝑘 𝜃𝑑 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥
𝛽𝑤𝑘

𝑏 + 𝛽𝑤𝑘

, where 𝑏 is a hypeparameter

Document Term Distribution 𝑷(𝒘|𝜽𝒅)

Document: pulmonary, fibrosis, synonyms, interstitial, ……

[CLS]-Token attention weights: 0.2, 0.21, 0.04, 0.07,0.09, …

The term saturation function is used to 

alleviate that the document is dominated 

by terms with large attention weights
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Contrastive Sampling for ROP with BERT

• Random Term Distribution:

• Take an expectation over all the term distributions in the document collection

𝑃 𝑤𝑘 𝜃𝑟𝑎𝑛𝑑𝑜𝑚 = 𝔼 𝑤𝑘 𝒟 =
1

|𝒟|
= 

𝑑∈𝒟

𝑃(𝑤𝑘|𝜃𝑑)

……

𝑷(𝒘|𝜽𝒅𝟏)

𝑷(𝒘|𝜽𝒅𝟐)

𝑷(𝒘|𝜽𝒅𝒊)

𝑷(𝒘|𝜽𝒓𝒂𝒏𝒅𝒐𝒎)

Expectation
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Unigram Language Model:

Vanilla Attention-based Term Distribution:

Contrastive Term Distribution:

pulmonary fibrosis synonyms interstitial pulmonary fibrosis a chest x-ray demonstrating pulmonary fibrosis believed to be due to amiodarone. specialty 

pulmonology pulmonary fibrosis (literally ""scarring of the lungs "") is a respiratory disease in which scars are formed in the lung tissues, leading to 

serious breathing problems. scar formation, the accumulation of excess fibrous connective tissue (the process called fibrosis ), leads to thickening of the 

walls, and causes reduced oxygen supply in the blood. as a consequence patients suffer from perpetual shortness of breath. [1]in some patients the specific 

cause of the disease can be diagnosed, but in others the probable cause cannot be determined, a condition called idiopathic pulmonary fibrosis. there is …

• Contrastive term distribution can now obtain representative words for a document
• By eliminating the impact of the common words, i.e., stop words, using the contrastive method

• Contrastive term distribution is better than unigram language model in terms of 
representativeness
• (lung, chest,…) vs. (inspiratory, auscultation,…)

Contrastive Sampling for ROP with BERT
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• Re-train BERT towards the tailored objective for IR

ℒ𝑡𝑜𝑡𝑎𝑙 = ℒ𝑅𝑂𝑃 + ℒ𝑀𝐿𝑀

• ROP: pairwise preference prediction objective

• Sample a pair of word sets, suppose set 𝑆1 has a higher likelihood score than 𝑆2

• Pairwise Loss: ℒ𝑅𝑂𝑃 = max(0, 1 − 𝑃 𝑆1 𝐷 + 𝑃(𝑆2|𝐷))

• MLM: masked tokens prediction objective

• Masks out some tokens from the input

• Cross-entropy Loss: ℒ𝑀𝐿𝑀 = −σ ො𝑥∈𝑋 log 𝑝(ො𝑥|𝑋\ ො𝑥)

B-PROP Learning Objective



Experiment Setting
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• Pretraining datasets：

• Wikipedia,  over 10 million documents

• MS MARCO, about 3.4 million documents

• 5 downstream ad-hoc retrieval tasks：

• 5 small datasets: Robust04, ClueWeb09-B, Gov2, MQ2007, 

MQ2008

• 2 large-scale datasets: MS MARCO Document ranking and 

TREC DL Document ranking

• Baseline models:

• Traditional retrieval models: BM25, QL

• Neural-IR models: DRMM, Conv-KNRM

• Other pretraining method: PROP, BERT, TransformerICT

Dataset #genre #queries #docs

Robust04 News 250 0.5M

ClueWeb09-B web pages 150 50M

Gov2 .gov pages 150 25M

MQ2007 .gov pages 1692 25M

MQ2008 .gov pages 784 25M

MS MARCO web pages 0.37M 3.2M

TREC DL web pages 0.37M 3.2M



Main Results on Small datasets
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• B-PROP perform better than PROP and BERT on small datasets by a large margin

• Pre-training on a similar domain leads to better fine-tuning performance



Main Results on Large datasets
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• B-PROP perform better than PROP and BERT on large datasets

• The performance trend of B−PROP𝑊𝑖𝑘𝑖 and B−PROP𝑀𝐴𝑅𝐶𝑂 on small datasets and large-

scale datasets is consistent



Zero- and Low-Resource Setting
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• B-PROP outperforms PROP significantly on all the datasets using the same number of limited supervised data

• B-PROP fine-tuned on limited supervised data can achieve comparable/better performance against BERT fine-

tuned on full supervised data

• Under the zero-resource setting, B-PROP could outperform PROP on all the datasets

• Black dashed line: BM25

• Red solid curve: B-PROP

• Blue solid line: PROP

• Orange dashed line: Fully fine-tuned BERT

• Green dashed line: BERT



Conclusion

• B-PROP leverages the powerful contextual language model BERT to replace the 
unigram language model for the ROP task construction.

• We introduced a contrastive method to obtain the representativeness distribution.

• B-PROP can achieve significant improvements over PROP and BERT, and further 
push forward the SOTA on a variety of ad-hoc retrieval tasks.
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Thanks！

Xinyu Ma

maxinyu17g@ict.ac.cn

Code and the pre-training models are released at: 
https://github.com/Albert-Ma/PROP

An awesome paper list about pretraining for IR : 
https://github.com/Albert-Ma/awesome-pretrained-models-for-
information-retrieval

https://github.com/Albert-Ma/PROP

